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Abstract

Concurrent systems in which there is a known upper bound $\Delta$ on memory access time are considered. Two prototypical synchronization problems, mutual exclusion and consensus, are studied and solutions that have constant (i.e. independent of $\Delta$ and the total number of processes) time complexity in the absence of contention are presented. For mutual exclusion, in the absence of contention, a process needs only five accesses to the shared memory to enter its critical section, and in the presence of contention, the winning process may need to delay itself for $4\Delta$ time units. For consensus, in absence of contention, a process decides after four accesses to the shared memory, and in the presence of contention, it may need to delay itself for $\Delta$ time units.

1 Introduction

The possibility and complexity of synchronization in a distributed environment depends heavily on timing assumptions. In the asynchronous model no timing assumptions are made about the relative speeds of the processes, while a timing-based model assumes known bounds on the speeds of the processes. In this paper, we study two prototypical coordination and synchronization problems, namely, mutual exclusion and consensus, in the latter model.

We use a shared memory model where processes communicate with each other by reading and writing to shared registers. We assume that there is an upper bound, denoted by $\Delta$, on time required for a single access to shared memory. There is no lower bound on time needed to execute a step, but a process can delay itself explicitly by executing a statement $\text{delay}(d)$, for some constant $d$. Furthermore, we assume that the value of $\Delta$ is known to all the processes, and thus, a process, by executing a statement $\text{delay}(\Delta)$, can ensure that every process currently accessing shared memory takes at least one step. This is a powerful primitive that enables us to design efficient algorithms. We refer to our model as the known-delay model.

To measure the time complexity of an algorithm in the known-delay model, we account for the step complexity that measures the number of times a process accesses shared registers, along with the explicit-delay complexity that is the sum of the explicit delays executed using the $\text{delay}$ statement. Apart from the usual worst case complexity that indicates the maximum time it takes a process to attain its goal, we will also be interested in the contention-free complexity, which gives an upper bound on the time required for a process to attain its goal, when the process runs by itself without any interference from other processes.
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Since contention should be rare in well-designed systems, it is important to design algorithms that perform well also in the absence of contention. This was first pointed out in [9] where a mutual exclusion algorithm is presented, in which a process accesses shared registers only a constant number of times to enter its critical section in the absence of contention. A fast algorithm is, then, an algorithm with constant contention-free step complexity and zero contention-free explicit-delay complexity.

**Mutual exclusion**

The mutual exclusion problem is to design a protocol that guarantees mutually exclusive access, in a deadlock-free manner, to a critical section among a number of competing processes [7]. It is known that every solution to deadlock-free mutual exclusion among \( n \) processes in an asynchronous model must use \( n \) shared registers [5]. In fact, \( n \) registers are required even when there is an upper bound on time required for a single access, but this upper bound is not known a priori [11]. Fischer [9] showed that this lower bound is not applicable to the known-delay model by presenting a simple and elegant solution that uses a single (multi-writer) shared register. In his solution, a process needs to access the shared memory four times, and also needs to delay itself for \( \Delta \) time units before it can enter its critical section. The disadvantage of this solution is that the contention-free explicit-delay complexity is also \( \Delta \).

The first fast solution was presented by Lamport [9]. In his solution, the number of times a process accesses the shared memory before entering its critical section in the absence of contention is constant — only five. Lamport’s algorithm is used, for example, when the transaction processing system TUXEDO [20] \(^1\) provides programmers with a framework for building on-line transaction processing application in a distributed computing environment, is run on machines – like the MIPS 3000 series processors – that do not support an atomic test-and-set operation [12]. Lamport’s algorithm provides fast access in the absence of contention, but, in the presence of contention, however small, the winning process may have to check the status of all other \( n \) processes. For the asynchronous model, it is known that in any mutual exclusion for two or more processes, there is no bound on the number of steps taken by the winning process; that is, in presence of contention the adversary can schedule the contending processes in such a way that each one of them will have to busy-wait [4].

Fischer’s and Lamport’s algorithms raise the question whether there is an algorithm where:

1. in the absence of contention, as in Lamport’s algorithm, a process can always enter (and exit) its critical section fast without having to delay itself (i.e. constant step complexity and zero explicit-delay), and

2. in the presence of contention, as in Fischer’s algorithm, a process does not have to check the status of all other \( n \) processes, but may need to delay itself (i.e. constant step-complexity and \( O(\Delta) \) explicit-delay).

In Section 3, we present such an algorithm along with its proof of correctness.

\(^1\) TUXEDO and UNIX are registered trademarks of UNIX System Laboratories.
Consensus

In the consensus problem, processes need to agree on a common output in the presence of possible failures [18]. For asynchronous systems, even when one process can fail, the consensus problem is not solvable [8, 10]. In Section 4, we show that in the known-delay model, there is a simple algorithm that tolerates any number of failures. Our algorithm is fast: in absence of contention, a process can decide after a constant number of steps without using the delay statement. In the worst case, the step-complexity is constant, and the explicit-delay complexity is $\Delta$.

Related work

As mentioned earlier, our mutual exclusion algorithm is based on Fischer's timing-based solution and Lamport's fast algorithm [9]. Lamport's fast algorithm has been improved in the asynchronous model, so that the winning process, in the presence of contention, needs to check the status of only the currently contending processes (instead of all $n$ processes) [6, 19].

Lamport's paper also contains a fast timing-based algorithm, like our algorithm, with constant worst case step complexity and $O(\Delta)$ worst case explicit delay. However, $\Delta$ used in his algorithm is not only an upper bound on the time required to perform an individual operation such as a memory access, but also on the time needed to execute the critical section. As he pointed out, in most situations, an algorithm that does not require this bound is needed. Our algorithm does not assume any bound on the time needed to execute the critical section.

In [11], the mutual exclusion problem is considered in a timing-based model similar to ours. An algorithm is presented that guarantees mutual exclusion even when run asynchronously, and also avoids deadlock when the timing constraints on the speeds of the processes are met. However, their algorithm does not provide fast access in the absence of contention. It is straightforward to combine the ideas of our algorithm and the algorithm of [11] to obtain an algorithm for mutual exclusion that provides fast access in absence of contention, guarantees mutual exclusion even when run asynchronously, and avoids deadlocks when the timing constraints are satisfied. Less related is the work in [3], where a variant of the mutual exclusion problem is studied in a message passing model with inaccurate clocks, where some bounds on the speeds of the processes and the time for message delivery are known.

Recently, the work in this paper has been extended to the unknown-delay model, where an upper bound exists on the memory-access time, but is not known a priori [1].

2 A timing-based model

In this section, we outline our model of distributed systems. Processes are modeled as (possibly infinite) state-machines communicating via shared memory that consists of atomic registers.

A (global) state of the system includes the state of each process and the values of all shared registers. An event is a single step of some process, and is either a read of a shared register, or a write to a shared register, or simply an update of the internal state of a
process. Processes can also execute a delay statement \( \text{delay}(d) \), for a positive integer \( d \), and its effect on a state is similar to that of a skip statement.

As in the standard interleaving semantics, an execution \( \mathfrak{s} \) of the system is a finite or infinite alternating sequence \( s_0 \xrightarrow{e_0} s_1 \xrightarrow{e_1} \cdots \) of states \( s_i \) and events \( e_i \) such that (1) the initial state \( s_0 \) satisfies the initial condition, and (2) every state \( s_{i+1} \) is derived from the previous state \( s_i \) by applying the event \( e_i \) in an appropriate manner. Each event belongs to a unique process. An index \( j \) is said to be the successor of an index \( i \), for \( j > i \), if both events \( e_i \) and \( e_j \) belong to the same process \( p \), and no intermediate event \( e_k \), for \( i < k < j \), belongs to \( p \).

In mutual exclusion, we assume that no processes fail (instead of allowing a process to terminate in its remainder region, we require that a process continues to take idling steps in its remainder region), however, in consensus, failures are possible. We consider only crash failures: a failed process simply ceases to participate. Also, we assume that all maximal executions are infinite, and thus, failures are detected only in infinite executions (technically, this implies that all processes do not fail). Formally, a process \( p \) is nonfaulty in an execution \( \mathfrak{s} \) iff either \( \mathfrak{s} \) is finite or infinitely many events in \( \mathfrak{s} \) belong to \( p \). Notice that this definition assumes that every nonfaulty process keeps on taking steps. To accommodate this assumption in a problem, such as consensus, where a process can terminate successfully, we (implicitly) add a self-loop with a skip statement after the termination.

The notion of an execution captures only the asynchronous part of the system and not its timing requirements. Define the explicit delay of an event \( e \), denoted by \( d(e) \), to be \( d \) if \( e \) is the delay statement \( \text{delay}(d) \), and 0 otherwise. We assume that each access to memory takes at most \( \Delta \) time units. A timed execution of a system is a pair \( (\mathfrak{s}, \mathfrak{T}) \) such that \( \mathfrak{s} \) is an execution and \( \mathfrak{T} \) is a mapping that assigns a real-valued occurrence time \( t_i \) to each event \( e_i \) in \( \mathfrak{s} \) such that

1. the occurrence times are nondecreasing,
2. if \( \mathfrak{s} \) is infinite then the sequence of occurrence times is unbounded\(^2 \), and
3. if step \( j \) is the successor of step \( i \) then \( d(e_i) < t_j - t_i \leq \Delta + d(e_i) \).

The last requirement captures the assumption regarding the bounds on execution speeds. A delay statement \( \text{delay}(d) \) by a process \( p \) delays \( p \) for at least \( d \) and at most \( \Delta + d \) time units before it can continue. For other statements, we simply require that a step of a process takes nonzero time with upper bound of \( \Delta \) (note that adjacent events belonging to different processes can be assigned the same time). An execution \( \mathfrak{s} \) is said to be timing consistent iff there is some time assignment \( \mathfrak{T} \) such that \( (\mathfrak{s}, \mathfrak{T}) \) is a timed execution. Observe that our definition does not place any bounds on the time when a process takes its first step.

A problem such as consensus or mutual exclusion is usually specified by listing the properties to be satisfied by all the executions. An algorithm \( A \) satisfies a property \( \phi \) in the asynchronous model iff all of its executions satisfy \( \phi \). Similarly, we say that an algorithm \( A \) satisfies \( \phi \) in the known-delay model iff all the timing-consistent executions of \( A \) satisfy \( \phi \).

We consider two measures of time complexity: the step complexity and the explicit-delay complexity. For an execution \( \mathfrak{s} \) and indices \( i \leq j \), the execution fragment \( \mathfrak{s}_{ij} \) denotes the subsequence \( s_i \xrightarrow{e_i} \cdots \xrightarrow{e_{j-1}} s_j \) of \( \mathfrak{s} \). The step complexity of a process \( p \) in an execution

\(^2\)Our results do not depend on this second requirement.
fragment \( \pi_{ij} \) is the number of events in \( \pi_{ij} \) that belong to \( p \), and the explicit-delay complexity of \( p \) in \( \pi_{ij} \) is the sum of explicit delays executed by \( p \) in \( \pi_{ij} \) (i.e. sum of \( d(c_k) \) such that \( i \leq k \leq j \) and \( c_k \) belongs to \( p \)). For each problem, worst-case and contention-free step complexity will be defined in an appropriate way.

As pointed out in [16], the definition of step complexity does not always capture the real time complexity of an algorithm. If one process is in a loop waiting for another process to complete some action, then increasing the execution speed of the first process increases its number of steps, without necessarily degrading the total system performance. This suggests that time complexity should be defined using timed executions. If the step complexity of a process \( p \) in an execution fragment \( \pi_{ij} \) is \( n \) and its explicit-delay complexity is \( d \), then \( p \) takes at least \( d \) and at most \( n \Delta + d \) time units to execute the fragment \( \pi_{ij} \). Consequently, upper bounds on the step and explicit-delay complexities give a (not necessarily tight) upper bound on the actual time complexity (for instance, system response time defined in [6]). For our investigation, it is enough to notice that all our upper bounds on the step and explicit-delay complexities are constants, and thus, imply a constant upper bound on the actual time complexity.

3 Mutual exclusion

3.1 Problem definition

The mutual exclusion problem is to design a protocol that guarantees mutually exclusive access to a critical section among a number of competing processes [7]. A solution to the problem should satisfy the following two properties,

- **Mutual exclusion**: No two processes are in their critical sections at the same time.

- **Deadlock freedom**: If some process \( p \) is in its entry code, then eventually some process (possibly different from \( p \)) is in its critical section, and if process \( p \) is in its exit code, then eventually \( p \) is in its remainder region.

While deadlock-freedom is essential, starvation-freedom which guarantees that any process that is trying to enter its critical section, eventually is in its critical section, is not as important in well-designed systems where contention is rare. When contention is rare it is important to design algorithms with low contention-free complexity.

We assume that each of the potentially \( n \) contending processes has a unique identifier taken from the set \( \{1, ..., n\} \). An algorithm for mutual exclusion specifies entry code to be executed before entering the critical section, and exit code to be executed after leaving the critical section. Initially, each process is in its remainder region, and starts executing the entry code when the resource is required. A process returns to its remainder region after executing the exit code. To simplify the definitions of our complexity measures, we will assume that a process does not take steps in its critical section, and can take idling steps in its remainder region. It is assumed that no processes fail. Thus, a process is required to take infinitely many steps in an infinite execution. Note that a process need not participate in the mutual exclusion protocol, and can simply take idling steps in its remainder region.
Shared registers: \(x, y\): integer, \(b[1..n]\): boolean array.  
Initially: \(y = 0, b[p] = false\) for all \(p\).  
start: \(b[p] := true\);  
\(x := p;\)  
if \(y \neq 0\) then \(b[p] := false\);  
\(\text{await} (y = 0);\)  
goto start fi;  
y := p;  
if \(x \neq p\) then \(b[p] := false\);  
for \(q := 1\) to \(n\) do await \((\neg b[q])\) od;  
if \(y \neq p\) then await \((y = 0);\)  
goto start fi fi;  
critical section;  
y := 0;  
b[p] := false;

Figure 1: Lamport’s Fast Algorithm – process \(p\)'s program.

The worst case step (or explicit-delay) complexity of the entry code of an algorithm is the maximum step (or explicit-delay) complexity of a process \(p\) in an execution fragment \(\bar{s}_{ij} = s_i \overset{c_i}{\rightarrow} \cdots \overset{c_{j-1}}{\rightarrow} s_j\) such that

1. process \(p\) is in its entry code in state \(s_i\), and is in its critical section in state \(s_j\), and
2. no process is in its exit code or critical section in states \(s_k\) for \(i \leq k < j\).

The second condition ensures that we start counting the number of steps of the winning process \(p\) only after the processes previously in the critical section have finished their exit codes. The worst case step (or explicit-delay) complexity of the exit code of an algorithm is the maximum step (or explicit-delay) complexity of a process \(p\) in an execution fragment \(\bar{s}_{ij}\) such that process \(p\) is in its critical section in state \(s_i\), and in its exit code in state \(s_j\). The worst case step (or explicit-delay) complexity of an algorithm is the sum of the worst case step (or explicit-delay) complexity of its entry code and exit code.

The contention-free step (or explicit-delay) complexity of an algorithm is the maximum step (or explicit-delay) complexity of a process \(p\) in an execution fragment \(\bar{s}_{ij}\) such that

1. process \(p\) is in its entry code in state \(s_i\), and is in its exit code in state \(s_j\),
2. in all states \(s_k\), \(i \leq k \leq j\), process \(p\) is not in its remainder region, and all other processes \(p' \neq p\) are in their remainder regions.

An algorithm for mutual exclusion is said to be fast if it has constant contention-free step complexity, and zero contention-free explicit-delay complexity. For a fast algorithm, the time taken by a process to enter its critical section is independent of the total number of processes, or the upper bound on the speeds of all the processes.
Shared register: $y$: integer  
Initially: $y = 0$.  
\begin{verbatim}
repeat  \textbf{await} $(y = 0)$;
  $y := p$;
  \textbf{delay}$(\Delta)$;
until  $y = p$;
\end{verbatim}  
critical section;
$y := 0$;


Figure 2: Fischer’s Timing-based Algorithm – process $p$’s program.

3.2 Previous solutions

Our algorithm combines the features of Lamport’s fast algorithm, and Fischer’s timing-based algorithm. We present both these algorithms here, and refer the reader to [9] for correctness proofs.

Figure 1 presents Lamport’s algorithm. Let us say that a process $p$ enters the critical section along path $\alpha$ if it finds $x = p$ before the entry to the critical section, and $p$ enters the critical section along path $\beta$ if it reads $y = p$ before the entry to the critical section. Process $p$ first sets its flag $b[p]$ to declare its request. It sets the multi-writer register $x$ to $p$, and then checks the value of $y$. When it finds $y = 0$, it sets $y$ to $p$ and then checks the value of $x$. If it finds $x = p$ at this step, then it can enter the critical section along path $\alpha$. It should be clear that at most one process can enter its critical section along path $\alpha$. If a process finds $x \neq p$ then it waits till all the flags $b[q]$ are reset. Note that after a process executes the \textbf{for} loop, the value of $y$ remains unchanged until some process leaves its critical section resets it to 0. Thus, there can be at most one process $p$ that can find $y = p$, and this process gets to enter its critical section along path $\beta$. Notice that, in the contention-free case, a process always uses path $\alpha$, resulting in fast access. However, in the presence of contention, however small, the winning process may have to follow path $\beta$ that involves checking the status of all other $n$ processes.

Fischer’s timing-based algorithm is presented in Figure 2. In this algorithm the \textbf{delay} statement ensures that after a process finishes the delay statement, the value of $y$ remains unchanged until some process leaving its critical section resets it to 0. A process needs to access the shared memory at least four times and needs to delay itself for $\Delta$ time units before it can enter its critical section. The disadvantage of this solution is that even in the absence of contention a process needs to delay itself.

3.3 Fast timing-based algorithm

Our new timing-based algorithm is shown in Figure 3. The mutual exclusion property crucially depends on the assumption about the speeds of the processes. The algorithm is fast: the contention-free step complexity is 8 (5 steps in the entry code and 3 steps in the exit code), and the contention-free explicit-delay complexity is 0.

Let us say that a process $p$ enters the critical section along path $\alpha$ if it executes the
Shared registers: $x, y$: integer; $z$: boolean
Initially: $y = 0$, $z = false$.
\begin{verbatim}
start: $x := p$;
    await ($y = 0$);
    $y := p$;
if $x \neq p$ then delay($2 \cdot \Delta$);
    if $y \neq p$ then goto start fi;
    await ($\neg z$)
else $z := true$;
critical section;
$z := false$;
if $y = p$ then $y := 0$ fi;
\end{verbatim}

Figure 3: Fast Timing-based Algorithm – process $p$'s program.

assignment $z := true$ before the entry to the critical section, and $p$ enters the critical section along path $\beta$ if it executes the statement await ($\neg z$) before the entry to the critical section. As in Lamport’s algorithm, the sequence write($x$), read($y$), write($y$), read($x$) is used for the fast access along path $\alpha$. If a process finds $x \neq p$ then it attempts to enter along path $\beta$. However, instead of checking the status of all $n$ processes as in Lamport’s algorithm, it delays itself. A process $p$ enters its critical section along path $\beta$ if it finds $y = p$ after the delay. The delay statement plays two roles:

1. The delay ensures that if process $p$ finds $y = p$ after the delay statement, no other process can change the value of $y$ until process $p$ sets $y$ to zero in its exit code, and hence it follows that at most one process can enter along path $\beta$. To see this we observe that, as in Fischer’s protocol, the delay statement ensures that, while process $p$ delays itself, every other process $q$ that got past the await($y = 0$) statement finishes the assignment $y := q$. Furthermore, while process $p$ delays itself, a process in the exit code, that got past the condition in the if statement finishes the assignment $y := 0$.

2. Along path $\beta$, the delay statement replaces the loop that checks $n$ registers. However, unlike in Lamport’s case, a process entering its critical section along path $\beta$ does not know whether or not some other process entered its critical section along path $\alpha$. An additional boolean flag $z$, initially false, is used for this purpose. A process entering its critical section along path $\alpha$ sets $z$, and a process entering its critical section along path $\beta$ must wait until $z$ is reset before entering. Here the second role of the delay statement becomes important. It ensures that the process entering its critical section along path $\alpha$ sets $z$ before a process along path $\beta$ gets a chance to test $z$. To check this observe that a process $q$ entering its critical section along path $\alpha$ executes 3 steps between the await($y = 0$) statement and the entry to its critical section. If process $q$ is before the assignment $y := q$ when process $p$ reaches its delay statement, then process $p$ will find $y \neq p$ after it finishes the delay. If process $q$ is after the assignment $y := q$ when process $p$ reaches its delay statement, then since process $p$ delays itself by time $2 \cdot \Delta$, it will find $z = true$ after the delay, unless process $q$ leaves its critical section in the meanwhile.

The exit code needs to reset both the locks $y$ and $z$ to ensure guaranteed progress. This
is tricky: there may be a process waiting at $\text{await}(\neg z)$ that can enter its critical section immediately after $z$ is reset, and there may be a process waiting at $\text{await}(y = 0)$ that can enter its critical section along path $\alpha$ immediately after $y$ is reset. It seems that doing the two reset actions in any order leads to a possible violation of the mutual exclusion requirement. However, observe that if process $p$ is in its critical section, and $y$ is different from $p$, then process $p$ must have entered along path $\alpha$, and there is some other contending process that will eventually win along path $\beta$, so in this case there is no need to reset $y$. On the other hand, if $y$ equals $p$ then there is no process waiting at the $\text{await}(\neg z)$ statement, and hence $y$ can be safely reset.

The properties of the algorithm are summarized in the following theorem; the proof of correctness appears in the next section.

**Theorem 1** All timing consistent executions of the algorithm of Figure 3 satisfy mutual exclusion and deadlock freedom.

The various complexity measures for the algorithm are analyzed in Section 3.5. The algorithm has also been mechanically verified for $n = 3$ processes using the verification tool COSPAN (see [2] for details). Note that the algorithm fails to guarantee mutual exclusion if the timing constraints are not met. That is, only the timing consistent executions satisfy mutual exclusion. We point out that the statement $\text{delay}(2 \cdot \Delta)$ can be replaced by two $\text{delay}(\Delta)$ statements; the first is placed at the same place as before and the second is placed before the $\text{await}(\neg z)$ statement.

### 3.4 Proof of correctness

A state of the algorithm is completely described by the values of the shared registers $x$, $y$, and $z$, and the values of the location counters of all the processes. We will use $\ell_p$ to denote the location counter of process $p$. As shown in Figure 4 (its annotations will be explained later), $\ell_p$ ranges over the set $0..11$. Notice that the delay statement has been split into two consecutive delay statements. Consider an infinite execution

$$
\overline{s} = s_0 \xrightarrow{e_1} s_1 \xrightarrow{e_2} \ldots
$$

of the algorithm. In the initial state $s_0$, all the registers, except for $x$, have the value 0. The initial value of $x$ is of no importance. Each state $s_{i+1}$ is obtained from its previous state $s_i$ by applying the event $e_i$. A process is in its critical section when its location counter is 9; the location counter changes to 10, when it executes the assignment $z := \text{false}$. Also note that when the control of process $p$ is at location 6, it moves to location 0 if $y \neq p$. It is not necessary to model the remainder region separately to prove correctness. Since executions are failure-free, and we consider only infinite executions, it follows that every index has a successor.

We want to prove correctness for all timing consistent executions. The following lemma captures the crucial aspect of the assumptions about the speeds of various processes. It says that by the time process $p$ executes one of the delay statements, every other process $q$ at one of the locations 2, 3, 8, or 11 executes at least one statement. This property of timing constraints suffices to prove correctness.
**Lemma 1** Let $\pi$ be a timing-consistent execution, $p$ be a process, and $e_i$ and $e_j$ be events of process $p$ such that $j$ is the successor of $i$. If $\ell_p$ is in $4.5$ in state $s_i$ (see Figure 4), then for every process $q$, it cannot be the case that $\ell_q$ is in $\{2, 3, 8, 11\}$ in state $s_i$, and $e_k$ does not belong to $q$ for all $i \leq k < j$.

**Proof:** Consider a timing-consistent execution $\pi$, and let $(\pi, \bar{t})$ be a timed execution. Let $p$ be a process. Let $e_i$ and $e_j$ be events of process $p$ such that $e_j$ is the successor of $e_i$, and $\ell_p$ is in $4.5$ in state $s_i$. Since $d(e_i) = \Delta$, it follows that $t_j - t_i > \Delta$. By contradiction, assume that $q$ is a process such that $\ell_q$ is in $\{2, 3, 8, 11\}$ in state $s_i$, and $e_k$ does not belong to $q$ for all $i \leq k < j$. Let $k$ be the greatest index smaller than $i$ such that $e_k$ belongs to $q$. In state $s_k$, $\ell_q$ is in $\{2, 3, 8, 11\}$, and hence, $d(e_k) = 0$. Let $k'$ be the successor of $k$ (such a successor exists, since $\pi$ has infinitely many steps by each process). Then $k' > j$. This implies $t_{k'} - t_k \geq t_j - t_i > \Delta$; a contradiction to the timing constraint $t_{k'} - t_k \leq \Delta$.

**3.4.1 Mutual exclusion**

Mutual exclusion requirement is specified by the following safety formula $^3$:

$$\phi_{me} = \forall p, q, p \neq q. \square \neg \left( \ell_p = 9 \land \ell_q = 9 \right).$$

$^3$See appendix for a brief introduction to temporal logic.
To prove this property we show that the following formula $\Phi$ is a global invariant of the algorithm (i.e., $\Phi$ holds in every state appearing on a timing-consistent execution of the algorithm):

$$\Phi = \forall p, \bigvee_{m \in 0..11} (\ell_p = m \land \phi^p_m),$$

that is, for every process $p$ and location $m$, whenever process $p$ is at location $m$, the formula $\phi^p_m$ holds. The formula $\phi^p_m$ is an assertion associated with the location $m$ of process $p$. These assertions are shown in the annotated algorithm of process $p$ of Figure 4 in square brackets following each location $m$. There is no annotation for locations 0, 1, 2, and 4 and for these locations the corresponding assertion is the formula true.

First we prove that

$$\Box \Phi \rightarrow \phi_{mc}.$$ 

Suppose not. Then there exist two distinct processes $p$, $q$, and a state $s_i$ of some execution such that in which $\Phi$ is true, $\ell_p = 9$ and $\ell_q = 9$. This implies $\phi^p_9$, which contradicts $\ell_q = 9$ (the reader can verify that $\phi^p_9 \land \ell_q = 9$ is logically equivalent to false). Hence, to prove mutual exclusion it suffices to show that $\Phi$ is indeed a global invariant.

Consider a execution $\sigma$. We will prove that $\Phi$ holds in every state $s_i$ by induction on $i$. Observe that $\Phi$ is trivially true in the initial state $s_0$ since all location registers are initially 0, and the corresponding assertions $\phi^p_0$ are defined to be true (in fact, the initial values of the shared registers $x$, $y$, $z$ are irrelevant for proving $\Phi$). Now assume that $\Phi$ holds in all states $s_0$ through $s_i$, and we will show that it continues to hold in state $s_{i+1}$ obtained by executing one step of process $p$ (that is, step $c_i$ belongs to process $p$). This is done by a case analysis on the value of location $\ell_p$ in state $s_i$. Since this analysis is straightforward, we give detailed proofs only for 2 illustrative and relatively difficult cases:

**Case** $\ell_p = 2$

State $s_{i+1}$ is obtained by executing the assignment statement $y := x$ by process $p$. Since $\ell_p$ is 3 in $s_{i+1}$, we need to show that (1) $\phi^p_3$ holds in $s_{i+1}$, and (2) for every other process $q$ and every location $m \in 0..11$, the truth of the conjunct $(\ell_q = m \land \phi^q_m)$ is unaffected by this step. These two conditions are similar to the requirements of sequential correctness and interference freedom, respectively [14, 15]. First let us prove $\phi^p_3$:

$$\phi^p_3 = \{ x = p \rightarrow (y \neq 0 \land \forall q, (\ell_q \in 0..5 \lor (\ell_q \in \{6,10\} \land y \neq q'))\}.$$

Suppose $x$ equals $p$ in $s_{i+1}$. Clearly, $x$ equals $p$ in $s_i$ also. The value of $y$ in $s_{i+1}$ is $p$, and so the conjunct $y \neq 0$ is true. Consider another process $q \neq p$. We need to show that either $\ell_q \in 0..5$ or $\ell_q \in \{6,10\}$ with $y \neq q$. Since $y$ equals $p$, we need to show that $\ell_q \in \{0..6,10\}$. Note that the value of $\ell_q$ is same in $s_{i+1}$ as in $s_i$, and in state $s_i$ the invariant $\Phi$ holds. Now the observation that for each location $m \in \{7..9,11\}$, the formula $\phi^q_m$ implies $(x \neq p \lor \ell_p \neq 2)$ shows that $\ell_q \in \{0..6,10\}$ in state $s_i$. This completes the proof that $\phi^p_3$ holds in $s_{i+1}$. We also need to prove interference freedom. Consider another process $q \neq p$. It suffices to show that for every location $m \in 0..11$, $\phi^q_m$ holds in state $s_{i+1}$ assuming that $\phi^p_m$ and $\phi^q_2$ hold in state $s_i$. This is completely straightforward.
Case $\ell_p = 4$

Let us consider the case when $\ell_p$ changes from 4 to 5. Recall that the delay statement has no effect on other state registers. First we need to show that $\phi_5^p$ holds in state $s_{i+1}$.

$$\phi_5^p = \{ y = p \rightarrow \forall q. \ell_q \notin \{2, 3, 7, 11\} \}.$$  

Assume $y$ equals $p$ in state $s_{i+1}$ (and, hence in state $s_i$ also), and let $q \neq p$ be another process. Note that the value of $\ell_q$ is the same in states $s_i$ and $s_{i+1}$. We will show that $\ell_q$ cannot be either 2, 3, 7, or 11 in state $s_i$.

Since $\Phi$ holds in state $s_i$, and $\phi_5^p$ implies $y$ equals $q$, but $y$ equals $p$ in $s_i$. Hence, $\ell_q$ cannot be 7 in $s_i$.

Next we prove that $\ell_q \notin \{2, 3, 11\}$ in state $s_i$. Let us assume to the contrary. Let $j \leq i$ be the greatest index such that $\ell_p$ equals 4 in all states $s_k$ for $j \leq k \leq i$ (i.e., process $p$ reached the delay statement at $j$-th step of $\pi$). Since no other process can change the value of $y$ to $p$, by a backward induction from $i$ to $j$, we can show that $y$ equals $p$ in all states $s_k$ for $j \leq k \leq i$. We have assumed that $\ell_q \in \{2, 3, 11\}$ in state $s_i$. Observe that the control of process $q$ can move from location 1 to location 2 only if $y = 0$, and from location 10 to location 11 only if $y = q$, and if the control moves from location 2 to location 3 then the value of $y$ becomes $q$. Since $y = p$ holds in all states $s_k$ for $j \leq k \leq i$, it follows that $\ell_q$ is unchanged in all states $s_k$ for $j \leq k \leq i$. This means that process $q$ did not take a step while process $p$ executed its delay statement. Hence, the execution $\pi$ does not satisfy the timing constraint, a contradiction, and this proves that $\phi_5^p$ holds in state $s_{i+1}$. Proving interference freedom is particularly easy: the fact that $\ell_p$ changes from 4 to 5 leaves the truth of all the subformulas in all $\phi_m^p$'s unchanged for processes $q \neq p$ and all locations $m \in [0..11]$.

Note that, unlike the standard rules for proving invariance [13], we cannot show that in all states $s$, if $\Phi$ holds in $s$ then $\Phi$ continues to hold when process $p$ moves from location 4 to location 5. We need to reason about the execution that leads to $s$, and to prove that $\Phi$ continues to hold, we need the fact that $\Phi$ holds in all previous states of the execution, and that the execution satisfies the timing constraint.

### 3.4.2 Deadlock freedom

The deadlock freedom property is specified by the conjunction $\phi^0_{df} \land \phi^1_{df}$, where

$$\phi^0_{df} = \forall p. \square [ \ell_p \in 1..8 \rightarrow \exists q. \diamond \ell_q = 9 ]$$

says that if a process $p$ is in its entry code then some process eventually is in the critical section, and

$$\phi^1_{df} = \forall p. \square [ \ell_p \in 10..11 \rightarrow \diamond \ell_p = 0 ]$$

says that if a process $p$ is in its exit code then it eventually is in its remainder region (corresponding to location 0). The exit code is a straight-line code, and hence $\phi^1_{df}$ is immediate. The proof of $\phi^0_{df}$ depends upon two additional safety properties:

$$\phi_y = \forall p. \square ( y = p \rightarrow \ell_p \notin 0..1 ),$$

and

$$\phi_z = \square ( z \rightarrow \exists p. \ell_p = 9 ).$$
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Both the properties can be shown to be invariants of the algorithm.

Consider a execution \( \pi = s_0, s_1, \ldots \) of the algorithm. We will prove that the property \( \phi^0_{df} \) holds for this execution. The proof is by contradiction. Suppose it does not. The following sequence of assertions leads to the desired contradiction. In the following sequence, each assertion is followed by a brief justification.

1. There exists \( i \) such that \( \ell_p \in 1.8 \) in \( s_i \) for some \( p \), and \( \ell_q \neq 9 \) for all \( q \) in all states \( s_j \), \( j \geq i \).
   This is because the execution \( \pi \) violates \( \phi^0_{df} \) by assumption.

2. There exists \( j \) such that \( \ell_p \in 1..8 \) in \( s_j \) for some process \( p \), and in all states \( s_k \) with \( k \geq j \), \( z = false \) and \( \ell_q \notin 9..11 \) for all processes \( q \).
   Since the execution is fair, starting from state \( s_i \) every process eventually leaves the locations 10..11, and from this, and from \( \phi_z \), assertion 2 follows.

3. If a process \( q \) is trying in state \( s_k \) (i.e., \( \ell_q \in 1..8 \)) for \( k \geq j \), then eventually \( \ell_q = 1 \).
   This follows from the facts that process \( q \) keeps taking steps, it never enters its critical section, and by assertion 2, cannot get blocked at location 7 (since \( z \) stays false).

4. There is some state \( s_k \), \( k \geq j \), with \( y \neq 0 \).
   The trying process of assertion 2 will eventually reach location 1 according to assertion 3, and then, if \( y \) stays 0 it will eventually execute the assignment at location 2.

5. In all states \( s_i \) with \( l \geq k \), \( y \) is nonzero.
   Following the state \( s_k \) nobody is ever at location 11, which is the only place where \( y \) is reset.

6. There exists \( l \geq k \) and process \( q \) such that \( y = q \) in all states \( s_m \) with \( m \geq l \).
   From assertion 5, it follows that for process \( q \), if \( \ell_q \neq 2 \) in \( s_k \), then in all the following states also \( \ell_q \neq 2 \) (no process can get past the \texttt{await} statement at location 1). Consequently, after all the processes at location 2 in state \( s_k \) execute the assignment, the value of \( y \) cannot change.

7. From assertions 6 and 3, there exists \( m \geq l \) such that \( y = q \) and \( \ell_q = 1 \) in the state \( s_m \). This is a contradiction to the global invariant \( \phi_y \).

3.5 Complexity

We now examine the performance of our algorithm using the complexity measures defined earlier.

**Theorem 2** For the algorithm of Figure 3,

1. the contention-free step complexity is 8,

2. the contention-free explicit-delay complexity is 0,

3. the worst case step complexity is 13, and
4. The worst case explicit-delay complexity is $4 \cdot \Delta$.

Proof: First we point out that for proving the theorem, there is no need to use the fact that the algorithm is deadlock free or that it satisfies mutual exclusion.

The property of fast access in absence of contention is obvious: in absence of contention, process $p$ executes 3 write statements and 2 read statements before entering its critical section along path $\alpha$, and executes 2 write statements and 1 read statement in its exit code; a total of 8 steps. In that case, no explicit delay statements are executed. This proves part 1 and part 2 of the theorem.

For the worst case complexity, we first observe that while executing its entry code, a process may busy-wait (loop) in three ways:

1. waiting for $y$ to be set to zero in the statement $\text{await} (y = 0)$,
2. waiting for $z$ to be set to $\text{false}$, in the statement $\text{await} (\neg z)$,
3. executing the "goto start" statement several times.

In the first two cases, once a process is busy waiting it may continue only when some other process in its exit code changes the values of either $y$ or $z$. Similarly, in any interval in which some process executes the the "goto start" statement twice, some other process must have set the values of $y$ to zero in its exit code.

This implies that, for any given process $p$, if we look at an execution fragment $\pi_{ij} = s_i \xrightarrow{e_i} \cdots \xrightarrow{e_{j-1}} s_j$ where,

1. process $p$ is in its entry code in state $s_i$, and is in its critical section in state $s_j$,
2. no process is in its exit code or critical section in states $s_k$ for $i \leq k < j$,

we get that in $\pi_{ij}$, process $p$ may have executed at most once, the two await statements and the goto statement. Thus, to find out what is the maximum number of steps that $p$ can take in $\pi_{ij}$, we simply have to count the number of steps $p$ can take in its entry code assuming no waiting.

Now, when counting steps, a winning process takes at most 7 steps from start to its critical section, and delays itself by $2 \cdot \Delta$ (by definition, the delay statement contributes 1 to the step complexity, and $2 \cdot \Delta$ to the explicit-delay complexity).

When a process leaves the exit code, the next winning process may be either at start, or at one of the two await statements, or executing the delay, or just after setting $y$ to its identifier. In the last case, it may need to take two steps to reach the beginning of the entry code, and will also need to execute the delay statement (which contributes one additional step), to reach the beginning of the entry code.

Finally, we observe that a process executes at most 3 steps in the exit code without any delay. Thus, the overall worst case step complexity is 13, and worst case explicit-delay complexity is $4 \cdot \Delta$. 

\[\square\]
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Consensus

4.1 Problem definition

The consensus problem is to design an algorithm in which all correct processes reach a
common decision based on their initial inputs [18]. Formally the problem is defined as
follows. There are an arbitrary number of processes, we do not require unique identifiers,
Each process has an input value chosen from \{0, 1\}. A process decides on a value \(v \in \{0, 1\}\)
by executing the statement \(\text{decide}(v)\). It may decide at most once. The consensus problem
requires that

- **Agreement:** If one process decides on a value \(v\), and another on value \(v'\), then \(v = v'\).

- **Validity:** If a process decides on the value \(v\) then \(v\) equals the input value for some
  process.

Apart from the above safety requirements, we want the correct processes to eventually
decide:

- **Wait freedom:** No process takes infinitely many steps without deciding.

The requirement of wait-freedom means that one process cannot prevent another process
from reaching a decision, and thus the algorithm must tolerate arbitrary number of process
failures. Wait freedom implies that each process either takes only finitely many steps, or
decides on some value (we assume that a process takes infinitely many idling steps after it
decides).

As in mutual exclusion, we consider the step and explicit-delay complexities in the
worst and the contention-free cases. The worst case step (or explicit-delay) complexity of
a consensus algorithm is the maximum step (or explicit-delay) complexity of a process \(p\) in
an execution fragment \(\pi_{ij} = s_i \xrightarrow{c_i} \ldots \xrightarrow{c_{j-1}} s_j\) such that both the extreme events \(c_i\) and \(c_{j-1}\)
belong to \(p\). For the contention-free case, we take the maximum over execution fragments
\(\pi_{ij}\) such that both \(c_i\) and \(c_{j-1}\) belong to \(p\), and for every process \(q\) whose input is different
from \(p\), either \(q\) has decided in state \(s_i\) or \(q\) has not started in state \(s_j\). Thus, in the
contention-free case, there is no interference from processes with conflicting input while \(p\)
executes; every process with conflicting input has either decided before \(p\) starts, or starts
only after \(p\) finishes. As before, we want our solution to be fast.

4.2 Fast timing-based algorithm

The code to be executed by a process with input \(v\) is shown in Figure 5. For each input
\(v \in \{0, 1\}\), there is a flag \(x[v]\), initially false. The register \(y\) is initially \(\bot\), and contains
the current decision value. A process with input \(v\) sets the flag \(x[v]\), and if there is no
current decision value, then executes \(y := v\). The current decision value changes only if two
processes with different inputs read \(y = \bot\) before any assignment to \(y\) finishes. But in this
case, both the flags \(x[0]\) and \(x[1]\) will be set, and every process is forced to execute the delay
statement before deciding. The delay statement ensures, as in the case of Fischer's mutual
exclusion algorithm, that the value of \(y\) will stay unchanged after some process finishes the
delay.
Shared register: $y \in \{\perp, 0, 1\}$; $x[0..1]$: array of boolean
Initially: $x[0] = x[1] = \text{false}$; $y = \perp$
$x[v] := \text{true}$;
if $y = \perp$ then $y := v$ fi;
if $x[1-v]$ then delay($\Delta$) fi;
decide($y$);

Figure 5: Fast Timing-based Consensus Algorithm –
program for process with input $v \in \{0, 1\}$.

The properties of the algorithm are summarized in the next theorem:

**Theorem 3** Algorithm of Figure 5 satisfies the properties of validity, agreement, and wait-
freedom in the known-delay model.

*Proof:* Observe that no process ever writes $\perp$ to $y$, and writes its input to $y$ if it finds $y = \perp$. It follows that when a process decides, the value of $y$ is in $\{0, 1\}$. To show validity, suppose all processes start with the same input, say, 0. Then $y \in \{\perp, 0\}$ is an invariant of the execution. It follows that no process ever decides on 1 in this case.

To prove agreement, consider a timed execution $(\mathfrak{S}, \mathfrak{T})$. Suppose that two processes decide on conflicting values in $\mathfrak{S}$. This implies that there exists a process with input 0 that writes to $y$, as well as a process with input 1 that writes to $y$. Let $i_0$ be the least index such that a process with input 0 finds $y = \perp$ at step $i_0$, and $i_1$ be the least index such that a process with input 1 finds $y = \perp$ at step $i_1$. Since the flags $x[v]$ are set at the beginning, it follows that $x[0]$ is set in all states following $s_{i_0}$ and $x[1]$ is set in all states following $s_{i_1}$. Consequently, in state $s_i$, with $i = \max(i_0, i_1)$, both $x[0]$ and $x[1]$ are set, and $y = \perp$.

Let $j$ be the smallest index such that some process writes to $y$ at step $j$. Clearly, $y \neq \perp$ holds in all states $s_{j'}$ for $j' > j$. Hence, $j > i$, and every process that decides, executes the delay statement. Let $p$ be the first process to decide, say, at step $k$.

We want to show that no process changes the value of $y$ after step $k$, and this implies agreement. Assume to the contrary. Suppose $q$ writes to $y$ at step $k' > k$. Suppose that $p$ checks the if clause of the delay statement at step $m$. It follows that $m > j$, and in state $s_m$, $y \neq \perp$. This means that $q$ checks the value of $y$ at some step $m' < m$. Since $p$ executes the delay statement, $t_k - t_m > \Delta$. This implies $t_{k'} - t_m \geq t_k - t_m > \Delta$, a contradiction to the upper bound $\Delta$ on the speed of $q$.

Each process executes a bounded number of steps, and there is no waiting. Wait-freedom follows trivially.

The complexity of the algorithm is computed simply by counting the number of steps. In the contention-free case, a process follows the sequence write($x$), read($y$), write($y$), read($x$), before deciding. In the worst case, it may execute an additional delay statement.

**Theorem 4** For Algorithm of Figure 5, in the contention-free case, step complexity is 5, and the explicit-delay complexity is 0. In the worst case, step complexity is 6, and the explicit-delay complexity is $\Delta$. 
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A Temporal logic

The use of temporal logic as a formalism for specifying the behavior of programs over time was first proposed by Pnueli [17]. Here, we provide a brief and informal introduction to (linear) temporal logic, see [13] for a detailed introduction.

The formulas of temporal logic are built from the state predicates (assertions about state registers) using first-order quantifiers, Boolean connectives such as $\land$ (meaning “and”), $\lor$ (meaning “or”), $\rightarrow$ (meaning “implies”), and temporal connectives such as $\square$ (meaning “henceforth”), $\diamond$ (meaning “eventually”), $U$ (meaning “unless”).

The formulas are interpreted over infinite state sequences, called executions. An execution $\sigma$ is an infinite sequence $s_0s_1\ldots$ of states $s_i$. Each state $s_i$ provides an interpretation to all state registers. The semantics of the logic is defined using the satisfaction relation $(\sigma, i) \models \phi$, meaning $\phi$ holds in the $i$-th position of the execution $\sigma$. For a state predicate $\phi$, $(\sigma, i) \models \phi$ iff $\phi$ evaluates to true in state $s_i$. The meaning of Boolean connectives and first-order quantifiers is as usual. Below we give the semantic definitions of the temporal connectives used in this paper:

- $(\sigma, i) \models \square \phi$ iff $(\sigma, j) \models \phi$ for all $j \geq i$, that is, the formula $\square \phi$ holds at position $i$ of execution $\sigma$ iff starting from position $i$, $\phi$ holds in all later positions $j \geq i$.
- $(\sigma, i) \models \phi$ iff $(\sigma, j) \models \phi$ for some $j \geq i$, that is, the formula $\diamond \phi$ holds at position $i$ of execution $\sigma$ iff starting from position $i$, $\phi$ holds eventually in some later position $j \geq i$.
- $(\sigma, i) \models \phi U \psi$ iff either $(\sigma, j) \models \phi$ for all $j \geq i$, or for some $j \geq i$, $(\sigma, j) \models \psi$ and $(\sigma, k) \models \phi$ for all $i \leq k < j$, that is, the formula $\phi U \psi$ holds at position $i$ of execution $\sigma$ iff starting from position $i$, $\phi$ continues to hold until the first time $\psi$ becomes true.

For instance, consider a execution $\sigma = s_0s_1\ldots$ of the algorithm of Figure 3, and the formula

$$\phi_{df} = \forall i. \square [ \ell_p \in 1..10 \rightarrow \exists j. \diamond \ell_q = 11 ].$$

Then $\phi_{df}$ holds in position $k$ of $\sigma$ iff for every process $i$, and for every position $k' \geq k$, if state $s_{k'}$ satisfies the state predicate $\ell_p \in 1..10$, then there exists some process $j$, and some position $k'' \geq k'$ such that state $s_{k''}$ satisfies the state predicate $\ell_q = 11$. 


A execution $\mathfrak{e}$ satisfies a temporal logic formula $\phi$ iff $(\mathfrak{e}, 0) \models \phi$, that is, $\phi$ holds in the initial position of $\mathfrak{e}$. A program $P$ is modeled by the set of all its possible executions. A program $P$ satisfies a temporal logic specification $\phi$ iff every execution $\mathfrak{e}$ of $P$ satisfies $\phi$. 