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Abstract

Distributed mutual exclusion locks are the de facto mechanism for concurrency control on distributed data structures. A process accesses the data structure only while holding the lock, and hence the process is guaranteed exclusive access. The popularity of this approach is largely due to the apparently simple programming model of such locks and the availability of efficient implementations. We study the relation between classical types of distributed locking mechanisms and several distributed data structures which use locking for synchronization. Our objectives are:

1. To determine which one of the two classical locking techniques – token-based locking or permission-based locking – is more efficient. Our strategy to achieve this objective is to implement several locks and to compare their performance.

2. To propose, implement and test several distributed data structures, namely, two different types of counters, a queue, a stack and a linked list; and for each one of the data structures to determine what is the preferred mutual exclusion lock to be used as the underlying locking mechanism.

3. To determine which one of the two proposed counters is better to be used either as a stand-alone data structure or when used as a building block for implementing other high level data structures.

Our testing environment is consisting of 20 Intel XEON 2.4 GHz machines running the Windows XP OS with 2GB of RAM and using a JRE version 1.4.2_08. All the machines were located inside the same LAN and were connected using a 20 port Cisco switch.

Keywords: Locking, synchronization, distributed mutual exclusion, distributed data structures, message passing, performance analysis.

*The Interdisciplinary Center, P.O.Box 167, Herzliya 46150, Israel. ylubowich@gmail.com ; tgadi@idc.ac.il
1 Introduction

1.1 Motivation and Objectives

Simultaneous access to a data structure shared among several processes, in a distributed message passing system, must be synchronized in order to avoid interference between conflicting operations. Distributed mutual exclusion locks are the de facto mechanism for concurrency control on distributed data structures. A process accesses the data structure only while holding the lock, and hence the process is guaranteed exclusive access. The popularity of this approach is largely due to the apparently simple programming model of such locks and the availability of efficient implementations.

Over the years several techniques have been proposed for implementing distributed mutual exclusion locks. These locks can be grouped into two main classes: token-based locks and permission-based locks. In token-based locks, a single token is shared by all the processes, and a process acquires the lock (i.e., is allowed to enter its critical section) only when it possesses the token. Permission-based locks are based on the principle that a process acquires the lock (and may enter its critical section) only after having received “enough” permissions from other processes. Our first objectives is:

**Objective one.** To determine which one of the two locking techniques – token-based locking or permission-based locking – is more efficient. Our strategy to achieve this objective is to implement one classical token-based lock (Suzuki-Kasami’s lock [40]), and two classical permission-based locks (Maekawa’s lock [18] and Ricart-Agrawala’s lock [31]), and to compare their performance.

The worst-case message complexity of one of the permission-based locks (i.e., Maekawa’s lock) is better than the worst-case message complexity of the other two locks. It would be interesting to find out whether this theoretical result be reflected in our performance analysis results.

It is possible to trivially implement a lock by letting a single pre-defined process (machine) to act as an “arbiter” or even to let all the data structures reside in the local memory of a single process and letting this process impose a definite order between concurrent operations. Such a centralized solution might be preferred in some situations, although it limits the degree of concurrency, imposes an extra load on the arbiter, and is less robust. In this work, we focus on fully distributed implementations of locks. Locks are just a tool used when implementing various distributed applications, thus, our second objective has to do with implementing lock-based data structures.

**Objective two.** To propose, implement and test several distributed data structures, namely, two different types of counters, a queue, a stack and a linked list; and for each one of the data structures to determine what is the preferred mutual exclusion lock to be used as the underling locking mechanism.

In a shared memory implementation of a data structure, the shared data is usually stored in the shared memory. But, who should hold the data in a distributed message passing system? one process? all of them? In particular, when implementing a distributed counter, who should hold the current value of the counter? one process? all of them?

To address this question, for the case of a shared counter, we have implemented and compared two types of shared counter: A *find&increment* counter, where only the last process to update the
counter needs to know its value; and an *increment&publish* counter, where everybody should know the value of the counter after each time the counter is updated. We notice that in the *find&increment* counter, once the counter is updated there is no need to “tell” its new value to everybody, but in order to update such a counter one has to find its current value first. In the *increment&publish* counter the situation is the other way around.

**Objective three.** To determine which one of the two proposed counters is better to be used either as a stand-alone data structure or when used as a building block for implementing other high level data structures (such as a queue, a stack or a linked list).

We point out that, in our implementations of a queue, a stack, and a linked list, the shared data is distributed among all the processes; that is, all the items inserted by a process are kept in the local memory of that process.

### 1.2 Experimental Framework and Performance Analysis

A process corresponds to a given computation. That is, given some program, its execution is a process. Sometimes, for convenience, we will refer to the program code itself as a process. A process runs on a processor, which is the physical hardware. Several processes can run on the same processor although in such a case only one of them may be active at any given time. Real concurrency is achieved when several processes are running simultaneously on several processors. In our setting, each process runs on a different uni-processor machine.

We assume a fully connected, reliable physical network, where communication delays are determined by network contention. In order to measure and analyze the performance of the proposed five data structures and of the three locks, we have implemented and run each data structure with each one of the three implemented distributed mutual exclusion locks as the underlying locking mechanism. We have measured each data structure’s performance, when using each one of the locks, on a network with one, five, ten, fifteen and twenty processes, where each process runs in a different node. A typical simulation scenario of a shared counter looked like this: Use 15 processes to count up to 15 million by using a *find&increment* counter that employs Maekawa’s lock as its underlying locking mechanism.

The queue, stack, and linked list were also tested using each one of the two counters as a building block in order to determine which of the two counter performers better when used as a building block for implementing other high level data structures.

The dependencies between the various implementations of the data structures and locks are illustrated in Figure 1.

Special care was taken to make the experiments more realistic by preventing runs which would display an overly optimistic performance; for example, preventing runs where a process completes several operations while acquiring and holding the lock once.

Our testing environment consisted of 20 Intel XEON 2.4 GHz machines running the Windows XP OS with 2GB of RAM and using a JRE version 1.4.2_08. All the machines were located inside the same LAN and were connected using a 20 port Cisco switch.

### 1.3 Our Findings

The experiments, as reported in Section 5, lead to the following conclusions:
1. One of the two permission-based locks always outperforms the token-based lock.
   A possible explanation for this result is that, in our experimental setting, when implementing distributed data structures, it may be better to take the initiative and search for information (i.e., ask for permissions) when needed, instead of waiting for your turn.

2. Maekawa’s permission-based lock always outperforms Ricart-Agrawala and Suzuki-Kasami locks, when used as the underlying locking mechanism for implementing the find&increment counter, the increment&publish counter, a queue, a stack, and a linked list. Put another way, for each one of the five data structures, the preferred lock to be used as the underlying locking mechanism is always Maekawa’s lock.
   The worst-case message complexity of Maekawa’s lock is better than the worst-case message complexity of both Ricart-Agrawala and Suzuki-Kasami locks; thus, the performance analysis supports and confirms the theoretical analysis.

3. The find&increment counter always outperforms the increment&publish counter, either as a stand-alone data structure or when used as a building block for implementing a distributed queue and a distributed stack.
   A possible explanation for this result is that, in our experimental setting, when implementing distributed data structures, it may be more efficient to actively search for information only when it is needed, instead of distributing it in advance.
As expected, all the data structures exhibit performance degradation as the number of processes grows.

## 2 Mutual Exclusion

The *mutual exclusion* problem, which was first introduced by Edsger W. Dijkstra in 1965, is the guarantee of mutually exclusive access to a single shared resource when there are several competing processes [4]. The problem arises in operating systems, database systems, parallel supercomputers, and computer networks, where it is necessary to resolve conflicts resulting when several processes are trying to use shared resources. The problem is of great significance, since it lies at the heart of many interprocess synchronization problems.

### 2.1 The Problem

The problem is formally defined as follows: it is assumed that each process is executing a sequence of instructions in an infinite loop. The instructions are divided into four continuous sections of code: the *remainder, entry, critical section* and *exit*. Thus, the structure of a mutual exclusion solution looks as follows:

```plaintext
loop forever
    remainder code;
    entry code;
    critical section;
    exit code
end loop
```

A process starts by executing the remainder code. At some point the process might need to execute some code in its critical section. In order to access its critical section a process has to go through an entry code which guarantees that while it is executing its critical section, no other process is allowed to execute its critical section. In addition, once a process finishes its critical section, the process executes its exit code in which it notifies other processes that it is no longer in its critical section. After executing the exit code the process returns to the remainder.

The Mutual exclusion problem is to write the code for the *entry code* and the *exit code* in such a way that the following two basic requirements are satisfied.

**Mutual exclusion:** *No two processes are in their critical sections at the same time.*

**Deadlock-freedom:** *If a process is trying to enter its critical section, then some process, not necessarily the same one, eventually enters its critical section.*

The deadlock-freedom property guarantees that the system as a whole can always continue to make progress. However deadlock-freedom may still allow “starvation” of individual processes. That is, a process that is trying to enter its critical section, may never get to enter its critical section, and wait forever in its entry code. A stronger requirement, which does not allow starvation, is defined as follows.

**Starvation-freedom:** *If a process is trying to enter its critical section, then this process must eventually enter its critical section.*
Although starvation-freedom is strictly stronger than deadlock-freedom, it still allows processes to execute their critical sections arbitrarily many times before some trying process can execute its critical section. Such a behavior is prevented by the following fairness requirement.

**First-in-first-out (FIFO):** No beginning process can enter its critical section before a process that is already waiting for its turn to enter its critical section.

The first two properties, mutual exclusion and deadlock freedom, were required in the original statement of the problem by Dijkstra. They are the minimal requirements that one might want to impose. Of all the problems in interprocess synchronization, the mutual exclusion problem is the one studied most extensively. This is a deceptive problem, and at first glance it seems very simple to solve.

A *concurrent* system is a collection of processors that communicate by reading and writing from a shared memory. A *distributed* system is a collection of processors that communicate by sending messages over a communication network. Concurrent mutual exclusion algorithms are discussed in details in [41]. In this work we consider only distributed systems.

### 2.2 Distributed Mutual Exclusion Algorithms

We consider a system which is made up of \( n \) reliable processes, denoted \( p_1, \ldots, p_n \), which communicate via message passing. The three mutual exclusion algorithms (i.e., locks) implemented in this work satisfy the *mutual exclusion* and the *starvation-freedom* requirements, as defined in Section 2.1.

The first published distributed mutual exclusion algorithm, due to Lamport [16], is based on the notion of logical clocks. Over the years a variety of techniques have been proposed for implementing distributed mutual exclusion locking algorithms [28, 29, 37, 38]. These algorithms can be grouped into two main classes: token-based algorithms [22, 27, 40, 39] and permission-based algorithms [3, 16, 18, 21, 31, 36].

- In token-based algorithms, a single token is shared by all the processes, and a process is allowed to enter its critical section only when it possesses the token. A process continues to hold the token until its execution of the critical section is over, and than it may pass it to some other process.

- Permission-based algorithms, are based on the principle that a process may enter its critical section only after having received “enough” permissions from other processes. Some permission-based algorithms require that a process receives permission for all of the other processes whereas others, more efficient algorithms, require a process to receive permissions from a smaller group.

Below we describe the basic principles of the three known distributed mutual exclusion algorithm that we have implemented. We assume that: (1) the underlying communication network is error-free; (2) transit times may vary; (3) messages may not be delivered in the order sent; and (4) processes (i.e nodes) are operated correctly.

### 2.3 Suzuki-Kasami’s Token-based Algorithm

In Suzuki and Kasami’s algorithm [40], the privilege to enter a critical section is granted to the process that holds the PRIVILEGE token (which is always held by exactly one process). Initially
process \( p_1 \) has the privilege. A process requesting the privilege sends a REQUEST message to all other processes. A process receiving a PRIVILEGE message (i.e. the token) is allowed to enter its critical section repeatedly until the process passes the PRIVILEGE to some other process.

A REQUEST message of process \( p_j \) has the form \( \text{REQUEST}(j; m) \) where \( j \) is the process identifier and \( m \) is a sequence number which indicates that \( p_j \) is requesting its \((m + 1)\)'th critical section invocation. Each process has an array \( RN \) of size \( n \), where \( n \) is the number of processes. This array is used to record the largest sequence of number ever received from each one of the other processes. When a REQUEST \((j; m)\) message is received by \( p_i \), the process updates \( RN \) by executing \( RN[j] = \max(RN[j], m) \).

A PRIVILEGE message has the form \( \text{PRIVILEGE}(Q; LN) \) where \( Q \) is a queue of requesting processes and \( LN \) is an array of size \( n \) such that, \( LN[j] \) is the sequence number of the request of \( p_j \) granted most recently. When \( p_i \) finishes executing its critical section, the array \( LN \), contained in the last PRIVILEGE message received by \( p_i \), is updated by executing \( LN[i] = RN[i] \), indicating that the current request of \( p_i \) has been granted. Next, every process \( p_j \) such that \( RN[j] = LN[j] + 1 \), is appended to \( Q \) provided that \( p_j \) is not already in \( Q \). When these updates are completed, if \( Q \) is not empty then PRIVILEGE \((\text{tail}(Q); LN)\) is send to the process at the head of \( Q \). If \( Q \) is empty then \( p_i \) retain the privilege until some process requests it.

The algorithm requires, in the worst case, \( n \) message exchanges per mutual exclusion invocation: \((n - 1)\) REQUEST messages and one PRIVILEGE message. In the best case, when the process requesting to enter its critical section already holds the privilege token, the algorithm requires no messages at all.

### 2.4 Ricart-Agrawala’s Permission-based Algorithm

The first permission-based algorithm, due to Lamport [16], has \( 3(n - 1) \) message complexity. Ricart and Agrawala had modified Lamport’s algorithm and were able to achieve \( 2(n - 1) \) message complexity [31]. In this algorithm, when a process, say \( p_i \), wants to enter its critical section, it sends a REQUEST \((m; i)\) message to all other processes. This message contains a sequence number \( m \) and the process’ identifier \( i \), which are then used to define a priority among requests.

Each process has a local variable in which it records the highest sequences number seen in any REQUEST message sent or received. When process \( p_i \) sends a REQUEST \((m; i)\) message, the value of the sequence number \( m \) in the message, equals to the value of the highest sequences number seen so far, plus 1.

Process \( p_j \), upon receipt of a REQUEST message from process \( p_i \), sends an immediate REPLY message to \( p_i \) if either \( p_j \) itself has not requested to enter its critical section, or \( p_j \)'s request has a lower priority than that of \( p_i \). Otherwise, process \( p_j \) defers its REPLY (to \( p_i \)) until its own (higher priority) request is granted.

The priority order decision is made by comparing a sequence number present in each REQUEST message. If the sequence numbers are equal, the identifiers of the processes are compared to determine which will enter first.

Process \( p_i \) enters its critical section when it receives REPLY messages from all the other \( n - 1 \) processes. When \( p_i \) releases the critical section, it sends a REPLY message to all deferred requests. Thus, a REPLY message from process \( p_i \) implies that \( p_i \) has finished executing its critical section. This algorithm requires only \( 2(n - 1) \) messages per critical section invocation: \( n - 1 \) REQUEST messages and \( n - 1 \) REPLY messages.
2.5 Maekawa’s Permission-based Algorithm

In Maekawa’s algorithm [18], process \( p_i \) acquires permission to enter its critical section from a set of processes, denoted \( S_i \), which consists of at most \( \sqrt{n} \) processes that act as arbiters. The algorithm uses only \( c\sqrt{n} \) messages per critical section invocation, where \( c \) is a constant between 3 for light traffic and 5 for heavy traffic. Thus, the message complexity of Maekawa’s algorithm is \( O(\sqrt{n}) \), while the message complexity of each one of the other two algorithms is \( O(n) \).

Each process can issue a request at any time. In order to arbitrate requests, any two requests from different processes must be known to at least one arbitrator process. Since process \( p_i \) must obtain permission to enter its critical section from every process in \( S_i \), the intersection of every pair of sets \( S_i \) and \( S_j \) must not be empty, so that processes in \( S_i \cap S_j \) can serve as arbitrators between conflicting requests of \( p_i \) and \( p_j \).

There are many efficient constructions of the sets \( S_1,..., S_n \) (see for example [15, 35, 24]). The construction used in our implementation is as follows: Assume that \( \sqrt{n} \) is a positive integer (if not then few dummy processes can be added). Consider a matrix of size \( \sqrt{n} \times \sqrt{n} \), where the value of an entry \((i, j)\) in the matrix is \((i - 1)\times \sqrt{n} + j\). Clearly, for every \( k \in \{1, ..., n\} \) there is exactly one entry, denoted \((i_k, j_k)\), whose value is \( k \). The unique entry \((i_k, j_k)\) is \((\lceil k/\sqrt{n} \rceil, k \mod \sqrt{n} + 1)\).

For each \( k \in \{1, ..., n\} \), a subset \( S_k \) is defined to be the set of values on the row and the column passing through \((i_k, j_k)\). Clearly, \( S_i \cap S_j \neq \emptyset \) for all pairs \( i \) and \( j \) (and the size of each set is \( 2\sqrt{n} - 1 \)). Thus, whenever two processes \( p_i \) and \( p_j \) try to enter their critical sections, the arbitrator processes in \( S_i \cap S_j \) will grant access to only one of them at a time, and thus the mutual exclusion property is satisfied. By carefully designing the algorithm deadlock is also avoided.

3 Distributed Data Structures

Simultaneous access to a data structure shared among several processes must be synchronized in order to avoid interference between conflicting operations. There are several approaches for the construction of distributed (message passing) and concurrent (shared memory) data structures.

3.1 Lock-based Synchronization

As already pointed out, mutual exclusion locks are the de facto mechanism for concurrency control on distributed data structures: a process accesses the data structure only inside a critical section code, within which the process is guaranteed exclusive access. The popularity of this approach is largely due to the apparently simple programming model of such locks and the availability of implementations which are efficient and scalable.

When using locks, the granularity of synchronization is important. Using a single lock to protect the whole data structure, allowing only one process at a time to access it, is an example of coarse-grained synchronization. In contrast, fine-grained synchronization enables “small pieces” of a data structure to be locked, allowing several processes with non-interfering operations to access it concurrently. Coarse-grained synchronization is easier to program but is less efficient and is not fault-tolerant compared to fine-grained synchronization. Our implementations of distributed data structures, as discussed in the sequel, are all examples of coarse-grained synchronization.

Using mutual exclusion locks to protect the access to a shared data structure may degrade the performance of applications, as it forces processes to wait for a lock to be released. Moreover, slow or stopped processes may prevent other processes from ever accessing the data structure.
Various lock-based data structures have been proposed in the literature mainly for use in databases, see for example [2, 5, 6, 7, 8, 17, 32]. A distributed dictionary structure is studied in [25].

3.2 Lock-free Synchronization

In the case of concurrent data structures, where communication is done by reading and writing from shared memory, concurrent updates of simple data structures such as queues, stacks, heaps, linked lists, and counters, locking may be avoided by using lock-free data structures. Although we are interested in this paper in distributed (message-passing) systems, to place our results in perspective, we briefly discuss below the lock-free synchronization approach.

Several progress conditions have been proposed in the literature for lock-free data structures. The two most important conditions are non-blocking [14] and wait-freedom [11].

1. A data structure is non-blocking if it guarantees that some process will always be able to complete its pending operation in a finite number of its own steps regardless of the execution speed of other processes (admits starvation).

2. A data structure is wait-free if it guarantees that every process will always be able to complete its pending operations in a finite number of its own steps regardless of the execution speed of other processes (does not admit starvation).

Advantages of using non-blocking algorithms (i.e., algorithms that satisfy the non-blocking property) are that they are not subject to deadlocks or priority inversion, they are resilient to process failures (no data corruption on process failure), and they do not suffer significant performance degradation from scheduling preemption, page faults, or cache misses. Non-blocking algorithms are still not used in many practical applications as such algorithms are often complex (each variant of a non-blocking queue is still a publishable result).

While non-blocking has the potential to significantly improve the performance of concurrent applications, the wait-free property (although desirable) imposes too much overhead upon the implementation. Wait-free algorithms are often very complex and memory consuming, and hence considered less practical than non-blocking algorithms. Furthermore, starvation can be efficiently handled by collision avoidance techniques such as exponential backoff.

The term lock-free algorithms refers to algorithms that do not use locking in any way. Lock-free algorithms are designed under the assumption that synchronization conflicts are rare and should be handled only as exceptions; when a synchronization conflict is noticed the operation is simply restarted from the beginning. Non-blocking algorithms are, by definition, also lock-free, but lock-free algorithms are not necessarily non-blocking.1

Various other progress conditions weaker than non-blocking have been proposed in the literature. For example, a data structure is obstruction-free if it guarantees that a process will be able to complete its pending operations in a finite number of its own steps, if all the other processes “hold still” long enough [12]. Efficient lock-free algorithms usually require the use of powerful synchronization primitives such as compare-and-swap or load-linked/store-conditional. Lock-free implementations of various concurrent data structures have appeared in many papers; few examples are [9, 10, 20, 34, 42].

1In the literature, the terms lock-free and non-blocking are sometimes used as synonymous, or even with opposite meaning to the way they are defined in this paper. We find it is useful to distinguish between algorithms that do not require locking (i.e., lock-free algorithms) and those that actually satisfy the non-blocking progress condition.
General methodologies for implementing concurrent data structures and algorithms have been proposed in the literature. Such implementations are usually less efficient compared to specialized algorithms. Transactional memory is one such methodology which has gained momentum in recent years as a simple way for writing concurrent programs [13, 33]. It is based on the idea of transactions from databases. Transactional memory allows programmers to define customized read-modify-write operations and to apply them to multiple, independently-chosen words of memory as one indivisible step.

The underline implementation of transactional memory may use both locks and lock-free objects, but the complexity is hidden from the programmer. Several lock-based and lock-free implementations have been proposed in the last few years. The transactional memory programming paradigm is also seriously considered by the industry. A list of citations can be found at http://www.cs.wisc.edu/trans-memory/.

3.3 Our Implementations: Two counters, a queue, a stack and a linked list

We have proposed and implemented five distributed data structures: two types of counters, a queue, a stack and a linked-list. Each one of these data structures implementations makes use of an underlying locking mechanism. As already mentioned, we have implemented the three mutual exclusion algorithms described in the previous section, and for each of the five data structures determined what is the preferred mutual exclusion algorithm to be use for locking.

Below we describe the five distributed data structures that we have studied. All the data structures are linearizable. Linearizability means that, although several processes may concurrently invoke operations on a linearizable data structure, each operation appears to take place instantaneously at some point in time, and that the relative order of non-concurrent operations is preserved [14].

**Two counters.** A shared counter is a linearizable data structure that supports the single operation of incrementing the value of the counter by one and returning its previous value. We have implemented and compared two types of shared counter:

1. A *find&increment* counter. In this type of a counter only the last process to update the counter needs to know its value. In the implementation, a single lock is used, and only the last process to increment the counter knows its current value. A process $p$ that tries to increment the shared counter first acquires the lock. Then $p$ sends a FIND message to all other processes. When the process that knows the value of the counter receives a FIND message, it replies by sending a message with the value of the counter to $p$. When $p$ receives the message, it increments the counter and releases the lock. (We notice that $p$ can keep on incrementing the counter’s value until it gets a FIND message.)

2. An *increment&publish* counter. In this counter everybody should know the value of the counter each time it is updated. In the implementation, a single lock is used. A process that tries to increment the shared counter first acquires the lock. Then, it raises the counter value, sends messages to all other processes informing them of the new counter value, gets acknowledgements, and releases the lock.

**A queue.** A distributed queue is a linearizable data structure that supports enqueue and dequeue operations, by several processes, with the usual queue semantics. We have implemented a distributed queue which consists of local queues residing in the individual processes participating in
the distributed queue. A single lock and a shared counter are used for the implementation. Each element in a queue has a timestamp that is generated using the shared counter. An ENQUEUE operation is carried out by raising the counter’s value by one and enqueuing an element in the local queue along with the counter’s value. A DEQUEUE operation is carried out by first acquiring the lock, locating the process that holds the element with the lowest timestamp, removing this element from this process’ local queue, and releasing the lock.

**A stack.** A distributed stack is a linearizable data structure that supports push and pop operations, by several processes, with the usual stack semantics. We have implemented a distributed stack which is similar to the distributed queue. A single lock and a shared counter are used for the implementation. It consists of local stacks residing in the individual processes participating in the distributed stack. Each element in the stack has a timestamp that is generated by the shared counter. A PUSH operation is carried out by incrementing the counter value by one and pushing the element in the local stack along with the counter’s value. A POP operation is carried out by acquiring the lock, locating the process that contains the element with the highest timestamp, removing this element from its local stack, and releasing the lock.

**A linked list.** A distributed linked list is a linearizable data structure that supports insertion and deletion of elements from any point in the list. We have implemented a list which consists of a sequence of elements, each containing a data field and two references (“links”) pointing to the next and previous elements. Each element can reside in any process. The distributed list also supports the operations “traverse list”; and “size of list”. The list contains a head and a tail “pointers” that can be sent to requesting processes. Each pointer maintains a reference to a certain process and a pointer to a real element stored in that process. Manipulating the list requires that a lock be acquired.

A process that needs to insert an element to the head of the list acquires the lock, and sends a request for the “head pointer” to the rest of the processes. Whenever a process that holds the “head pointer” receives the message, it immediately replies by sending the pointer to the requesting process. Once the requesting process has the “head pointer” inserting the new element is purely a matter of storing it locally and modifying the “head pointer” to point to the new element (the new element of course now points to the element previously pointed by the “head pointer”). Deleting an element from the head of list is done much the same way. Inserting or deleting elements from the list requires a process to acquire the (single) lock, traverse the list and manipulate the list’s elements. A process is able to measure the size of the list by acquiring the lock and then querying the other processes about the size of their local lists.

### 4 The Experimental Framework

Our testing environment consisted of 20 Intel XEON 2.4 GHz machines running the Windows XP OS with 2GB of RAM and using a JRE version 1.4.2.08. All the machines were located inside the same LAN and were connected using a 20 port Cisco switch.

We measured each data structure’s performance, using each one of the distributed mutual exclusion algorithms, by running each data structure on a network with one, five, ten, fifteen and twenty processes, where each process runs in a different node of the network. For example a typical simulation scenario of a shared counter looked like this: Use 15 processes to count up to 15 million by using a find&increment counter that employs Maekawa’s algorithm as its underlying locking mechanism.
All tests were implemented using Coridan’s messaging middleware technology called MantaRay. MantaRay’s is a fully distributed server-less architecture where processes running in the network are aware of one another and as a result are able to send messages back and forth directly. We have tested each of the implementations in hours, and sometimes days long, of executions on various number of processes (machines).

5 Performance Analysis and Results

All the experiments done on the data structures we have implemented, start with an initially empty data structure (queue, stack etc.) to which processes have performed a series of operations. For example, in the case of a queue, the processes performed a series of enqueue/dequeue operations. Each process enqueued an element, did “something else” and repeated for a million times. After that, the process dequeued an element, did “something else” and repeated for a million times again. The “something else” consisted of approximately 30 mSeconds of doing nothing and waiting. As with the tests done on the locking algorithms, this served in making the experiments more realistic in preventing long runs by the same process which would display an overly optimistic performance, as a process may complete several operations while holding the lock. The time a process took to complete the “something else” is not reported in our figures. The experiments, as reported below, lead to the following conclusions:

- Maekawa’s permission-based algorithm always outperforms Ricart-Agrawala and Suzuki-Kasami algorithms, when used as the underling locking mechanism for implementing the find&increment counter, the increment&publish counter, a queue, a stack, and a linked list;
- The find&increment counter always outperforms the increment&publish counter, either as a stand-alone data structure or when used as a building block for implementing a distributed queue and a distributed stack.

As expected, the data structures exhibit performance degradation as the number of processes grows.

5.1 Counters

The two graphs in Figure 2, show the time one process spends performing a single count up operation averaged over one million operations for each process using each of the three locking algorithms implemented. As can be seen, the counters perform worse when using Ricart-Agrawala algorithm and perform best when using Maekawa’s algorithm. As for comparing the two counters, it is clear that the find&increment counter behaves and scales better than the increment&publish counter when the number of processes grows. The observation that the find&increment counter is better than the increment&publish counter will become also clear when examining the results for the queue and stack implementations that make use of shared counters as building blocks.

5.2 A Queue

The two graphs in Figure 3, show the time one process spends performing a single enqueue operation averaged over one million operations for each process using each of the three locks. Similar to the performance analysis of the two counters, the queue performs worse when using Ricart-Agrawala
algorithm and performs best when using Maekawa’s algorithm. It is clear that the queue performs better when using the find&increment counter than when using increment&publish counter.

The dequeue operation does not make use of a shared counter. Figure 4bb shows the time one process spends performing a single dequeue operation averaged over one million operations for each process using each of the three locks. Similar to the performance analysis of the enqueue operation, the dequeue operation is the slowest when using Ricart-Agrawala algorithm, and is the fastest when using Maekawa’s algorithm.

5.3 A Stack

As expected, the graphs of the performance analysis results for a stack are almost the same as those presented in the previous subsection for a queue.

The two graphs in Figure 5, show the time one process spends performing a single push operation averaged over one million operations for each process using each of the three locking algorithms implemented.

As in all previous examples, the stack performs worse when using Ricart-Agrawala algorithm and performs best when using Maekawa’s algorithm. As for comparing the two counters, it is clear that the stack performs better when using the find&increment counter than when using increment&publish counter.

The pop operation does not make use of a shared counter. The graph in Figure 6, shows the time one process spends performing a single pop operation averaged over one million operations for each process using each of the three locking algorithms implemented.

Similar to the performance analysis of the push operation, the pop operation is the slowest when using Ricart-Agrawala algorithm, and is the fastest when using Maekawa’s algorithm.

5.4 A Linked list

The linked list we have implemented does not make use of a shared counter. Rather it uses the locking algorithm directly to acquire a lock before manipulating the list itself. The graphs in Figure 7,
show the time one process spends performing a single *insert* operation or a single *delete* operation, averaged over one million operations for each process using each of the three locking algorithms implemented. As in all previous examples, the linked list performs worse when using Ricart-Agrawala algorithm and performs best when using Maekawa’s algorithm as the underlying locking mechanism.

6 Discussion

Data structures such as shared counters, queues and stacks are ubiquitous in programming concurrent and distributed systems, and hence their performance is a matter of concern. Rather surprisingly, while the subject of data structures is a very hot research topic in recent years in the context of concurrent (shared memory) systems, this is not the case for distributed (message passing) systems. In this work, we have studied the relation between classical locks and specific distributed data structures which use locking for synchronization.

The experiments consistently revealed that the implementation of Maekawa’s lock is more efficient than that of the other two locks, and that the implementation of the find&increment counter is consistently more efficient than that of the increment&publish counter. The fact that Maekawa’s lock performs better is, in part, due to the fact that its worst-case message complexity is better. The results suggest that, in our experimental setting, it is more efficient to actively search for information (or ask for permissions) only when it is needed, instead of distributing it to everybody in advance. It would be interesting to find out whether similar results hold also for different experimental set ups.

For our investigation, it is important to implement and use the locks as completely independent building blocks, so that we can compare their performance. In practice, various optimizations are possible. For example, when implementing the find&increment counter using a lock, a simple optimization would be to store the value of the counter along with the lock. Thus, when a process requests and obtains a lock, it obtains the current value of the counter along with the lock, thereby eliminating the need for any find messages.

Future work would entail implementing and evaluating other locking algorithms [3, 23], and fault tolerant locking algorithms that do not assume an error-free network [1, 19, 27, 30, 26]. It
would also be interesting to consider additional distributed lock-based data structures, and different experimental set ups.

By implementing more locking algorithms and data structures more insightful knowledge can be gained about their relationships. This knowledge can be used to improve the performance of distributed applications.
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Figure 5: The time one process spends performing an push operation averaged over one million operations per process, in a stack employing the find&increment counter and in a stack employing the increment&publish counter.


Figure 6: The time one process spends performing a *pop* operation averaged over one million operations per process.

Figure 7: The time one process spends performing an *insert* operation or *delete* operation averaged over one million operations per process in a linked list.


